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ABSTRACT: This work addresses the question of the ability
of the molecular dynamics−density functional theory (MD/
DFT) approach to reproduce sequence trend in 31P chemical
shifts (δP) in the backbone of nucleic acids. δP for
[d(CGCGAATTCGCG)]2, a canonical B-DNA, have been
computed using density functional theory calculations on
model compounds with geometries cut out of snapshots of
classical molecular dynamics (MD) simulations. The values of
31P chemical shifts for two distinct B-DNA subfamilies BI and
BII, δP/BI and δP/BII, have been determined as averages over
the BI and BII subparts of the MD trajectory. This has been
done for various samplings of MD trajectory and for two sizes
of both the model and the solvent embedding. For all of the
combinations of trajectory sampling, model size, and embedding size, sequence dependence of δP/BI in the order of 0.4−0.5
ppm has been obtained. Weighted averages for individual 31P nuclei in the studied DNA double-helix have been calculated from
δP/BI and δP/BII using BI and BII percentages from free MD simulations as well as from approaches employing NMR structural
restraints. A good qualitative agreement is found between experimental sequence trends in δP and theoretical δP employing short
(24 ns) MD run and BI, BII percentages determined by Hartmann et al. or via MD with the inclusion of NMR structural
restraints. Theoretical δP exhibit a systematic offset of ca. 11 ppm and overestimation of trends by a factor of ca. 1.7. When scaled
accordingly, theoretical δP/BI and δP/BII can be used to determine the expected percentage of BII to match the experimental
value of δP. As evidenced by the calculations on snapshots from Car−Parrinello molecular dynamics, the systematic offsets of the
theoretical δP obtained by MD/DFT approach result primarily from the unrealistic bond lengths employed by classical MD. The
findings made in this work provide structure−δP relationships for possible use as NMR restraints and suggest that NMR
calculations on MD snapshots can be in the future employed for the validation of newly developed force fields.

1. INTRODUCTION

The NMR chemical shift represents an extremely sensitive
probe of the structure in the vicinity of the magnetic nuclei. In
the case of the 31P nucleus in the backbone of nucleic acids, the
chemical shift (δP) is being frequently related to the value of
the torsion angle ζ, which in the B-type of nucleic acids can be
found either in the −gauche (−g) region (approximately −60°,
BI class) or in the trans (t) region (approximately 180°, BII
class), cf. Figure 1. The experimentally estimated difference in
δP between the pure BI and pure BII forms amounts to 1.6
ppm,1,2 and δP for real systems undergoing dynamical BI↔BII
transitions have been interpreted in terms of the BI/BII ratio.3

However, a number of theoretical studies went beyond the
simple BI/BII interpretation of 31P chemical shift in phosphate

esters. As early as in 1975, Gorenstein and Kar4 considered the
dependence of δP in dimethyl phosphate on torsion angles α
and ζ around the P−O bonds, exploring a continuous set of
torsion angles. Although the adopted computational approach
has been extremely approximate from today’s point of view,
their results are in a qualitative agreement (after transferring
from the older τ-scale to the currently used δ-scale of shifts)
with our recent calculations.5 In 1984, Giessner-Prettre et al.6

analyzed δP in terms of both the OPOC and the CCOP torsion
angles and concluded that both of these conformational
parameters substantially contribute to the value of δP.
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Recently, we and Benda et al. have published several DFT
studies of 31P chemical shift going from static calculations on
models with freely rotatable bonds7−9 toward calculations on
molecular dynamics (MD) snapshots of models whose torsion
angle spaces have been fixed by the bulk of the nucleic acid.5

For the system under study, namely the steps G4pA5, T7pT8,
and C9pG10 of the Drew-Dickerson dodecamer [d-
(CGCGAATTCGCG)]2 (DD), our results showed that the
MD/DFT approach5 provides a good agreement with the
experimentally estimated difference between the BI and BII
chemical shifts. At the same time, we found out that both
torsion angles ζ and α should be considered as continuous
variables. We also concluded that, for the canonical values of
angles β and ε, implicit treatment (through the correlated value
of the neighboring angle α or ζ) is sufficient.
Our work in ref 5 focused on the torsion angle dependence

of δP for data accumulated on three steps of DD. The only
sequence dependent property studied was the chemical shift
difference between BI and BII states. There, for each of the
three steps, we divided the MD trajectory into its BI (ζ > 210°)
and BII (ζ ≤ 210°) regions, and we computed separately
average δP for the BI subregion (δP/BI) and δP for the BII
subregion (δP/BII) and its error bars. We noticed that δP/BI
and δP/BII depended on the step in question, but considering
the error bars, no statistically significant conclusions could have
been made about the potential sequence dependence of δP/BI
and δP/BII.
The potential sequence dependence of δP/BI and δP/BII is,

however, interesting, also from the practical point of view of
molecular dynamics force field validations, where the proper
description of BI and BII population is still an open, thoroughly
discussed question. A current standard employed for force
fields is based on the work of the Hartmann group, which
suggested that experimental δP can be translated into BI/BII
ratios using a simple empirical relationship.3 This relationship
has been derived in the following way. First, the empirical
correlation has been established between the sequential
interproton distances H2′i−H6/8i+1, H2″i−H6/8i+1, H6/8i−
H6/8i+1 from NMR and the difference of torsion angles ε and
ζ, ε−ζ, measured from X-ray structures. Second, empirical
correlation has been established between the same interproton
distances from NMR and δP from NMR. Finally, the two
correlations have been combined to find correlation between
δP and ε−ζ, and the value of ε−ζ was associated with the
percentage of BII structures. This NMR-determined relative
population of BII has been applied to validate major FFs,10,11

and the translation of δP into distance restraints has been

employed for structure refinement.12 It has been concluded that
the Parmbsc0 FF (and likewise the CHARMM27 FF)
suppresses the BII conformation, especially in CG steps.10,13,14

All of the latter applications have been built on the premise
that δP can be translated into BI/BII ratios without any
additional information. That is, within the experimental
accuracy, there is assumed to be one δP/BI value and one
δP/BII value, and only the relative occurrences of BI and BII
determine the final δP. In this paper, we study in detail the
sequence dependence of δP/BI and δP/BII in order to judge
the suitability of Hartmann’s relationship. For this purpose, we
employed the same system (DD) and approach (MD/DFT) as
in ref 5, but we performed a number of additional calculations.
First, the data of reference 5 have been extended from 3 steps
to all 9 inner sugar−phosphate steps of DD. One outermost
step at each end (C1pG2 and C11pG12) has been excluded
from the calculations since the corresponding base pairs reveal
increased mobility known as “fraying”, observed in X-ray,15

NMR,16−18 and computer experiments.19−21 Second, we have
tested several MD trajectories of various lengths and sizes of
steps for creating snapshots that entered DFT calculations of
δP/BI and δP/BII. Third, we explored the influence of
extending the dimethyl phosphate (DMP) model with the
first solvation shell to the isopropyl ethyl phosphate (IPEP)
with the first solvation shell, cf. Figure 2, and of increasing its

solvent embedding to the second solvation sphere and one
closest sodium ion per each snapshot, cf. Figure 3. In parallel,
we checked whether the accuracy of the MD/DFT approach is
high enough to reproduce the experimentally determined
sequence trends in total δP.
The possibility to calculate δP by quantum chemistry tools

on geometries extracted from the MD snapshots evokes the
idea of comparing the theoretical chemical shifts to experiment
and thus validating the force field (FF) differently than by
Hartmann’s relationship. For this purpose, we considered our
shortest (24 ns) and our longest (264 ns) trajectory. By
comparing quantum-chemically determined δP/BI and δP/BII
with experimental δP, we estimate the BI/BII ratios and
compare these with BI/BII ratios determined from NMR-
restrained MD,22 from NMR experiments using the Hart-
mann’s relationship,3 and from free molecular dynamics
simulations in this and other23 studies. We also present 2D
maps of δP as a function of the torsion angles α and ζ

Figure 1. BI and BII classes of B-type nucleic acids: backbone
conformation and phosphorus chemical shift.

Figure 2. Models DMP and IPEP employed in DFT calculations.
DMP and IPEP have in all calculations been surrounded by their first
solvation shell, defined as described in the Computational Details
section. In part of the calculations on DMP, the solvation was
extended to 2nd solvation sphere and closest Na+ inclusion, as is
shown in Figure 3.
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computed by the MD/DFT approach for the DMP and IPEP
models. Additionally, we performed a Car−Parrinello molecular
dynamics (CPMD) simulation of a dimethyl phosphate in
water and again calculated on the CPMD snapshots the values
of δP, presented in the form of 2D maps of δP as a function of
the torsion angles α and ζ. Our motivation for obtaining these
was a search for possible reasons of the necessity to offset
theoretical values and scale theoretical trends in order to obtain
an agreement with experiment. The chemical shift map for
CPMD snapshots on free DMP covers a much wider torsion-
angle space than the map of chemical shielding for the DD
system. In order to explore the chemical shift throughout the
full conformational space of 360° for α and ζ, we have
performed a series of DFT calculations on a grid of α and ζ.
Our paper is concluded with an interpretation of the
dependence of 31P shielding on either α or ζ in terms of
orbital interactions.

2. METHODS AND COMPUTATIONAL DETAILS
Classical MD Simulation. Our starting MD trajectory for

the creation of snapshots was the 24-ns trajectory described in
reference 5, referred to as A/24 ns. The simulation has been
carried out in explicit solvent using the Amber 7.0 program
suite.24 The starting structure was the NMR structure 1NAJ.25

The system was neutralized using Na+ ions distributed using
the Xleap module of Amber and defined by the force-field
parm99.26 The same parameters were used for additional Na+

and Cl− ions added to 150 mM concentration. A periodically
repeating truncated octahedron water box of size 61 × 61 × 61
Å3 containing 5501 water molecules has been employed.
Constant pressure conditions (1 atm) and constant temper-
ature (300 K) maintained using the Berendsen weak-coupling
technique27 with a time constant of 5.0 ps were used. The
simulations utilized the particle mesh Ewald summation28 with
a 9 Å cutoff for nonbonding interactions and integration step of
2 fs, which implies fixed bond lengths. Following a 150-ps
system equilibration, we performed a 24.0-ns production run
(consisting of 1-ns parts) with the force-field parm99 with
parmbsc0 corrections.29 The latter is recommended to avoid a
too frequent occurrence of unrealistic α/γ-transitions found in
the simulations with the older parm99 FF.30 The snapshots for
the DFT calculations have been saved in 4-ps steps, so that in
total 6000 snapshots has been obtained.
As suggested by a reviewer, this trajectory has been extended,

using the last point of the previous 24.0-ns production run as a
starting point. We employed the Amber 12.0 program suite,31

since the Amber 7.0 program was no longer available at our
sources. The extension run was one sequential trajectory,

divided during the calculation into 5-ns parts, and was
terminated after 390 ns. The snapshots for the DFT
calculations have been saved in 40-ps steps. All other
parameters have been kept the same as for the original 24.0-
ns trajectory. The resulting (390 ns + 24 ns = 414 ns) trajectory
is assigned as trajectory A and has been sampled from 0 to 24
ns of production run (see above, referred to as trajectory A/24
ns), from 24 to 124 ns of production run (referred to as A/124
ns), and from 24 to 264 ns of production run (referred to as A/
264 ns), counted from the starting structure 1 NAJ. For A/24
ns and A/264 ns, 6000 snapshots for DFT calculations were
available; for A/124 ns, 2500 snapshots were available.
Since the symmetry of the double helix was not monotoni-

cally improving with the extension of the trajectory (see
below), we have run a second MD trajectory. This was obtained
with same program and parameters as for the extension
described above. The starting structure was 1NAJ equilibrated
exactly as in the original trajectory described above, and a
production run of 190.0 ns followed. The trajectory has been
sampled from 0 to 120 ns of production run, which is further
denoted as B/120 ns. Six thousand snapshots for DFT
calculations have been saved with a time separation of 20 ps.

Definiton of the BII Conformation. In this work, BII
conformation was assigned to all structures with ζ ≤ 210°. This
choice has been motivated by our analysis of torsion angle
histograms for the A/24 ns trajectory: 210° turned out to be an
approximate average coordinate of the minimum between the
BI and BII maxima in the histograms of ζ, see below. Our
results can be, to some extent, dependent on the choice of the
BII definition, but this dependence is expected to be a minor
one since the flat regions around the minimum between BI and
BII maxima are counted into the averages δP/BI and δP/BII
with a very small weight. A detailed inspection of the
dependence of δP/BI and δP/BII on BII definition is worth a
future study, but it is beyond the scope of the current work.

CPMD Simulation.32 Periodic boxes (10.051 × 10.051 ×
10.051 Å3) containing 27 water molecules and the DMP
molecule in −g−g or −gt conformation (C−O−P−O torsion
angle −60° or 180°, respectively) were created with the
HyperChem program.33 Within HyperChem and the
Amber9934,35 FF, a classical simulation was run for 100 ps
with 1 fs integration time step and the temperature of 300 K to
equilibrate the systems. The TIP3P36 FF as a part of Amber99
was used for water. Then, the geometry was optimized and
input into the CPMD software package.37 Periodic boundary
conditions and 4 au (0.09676 fs) time step were maintained for
the CPMD calculations performed with the BLYP38,39

functional and Vanderbilt ultrasoft pseudopotentials.40 Energy
cutoff of 25 Ry was used. The initial configuration was relaxed
by five short CPMD runs comprising 200 steps. After each run,
the system was quenched to the Born−Oppenheimer surface
by reoptimizing the wave function. Longer, 97-ps production
runs were then performed at the temperature of 300 K
maintained with the Nose−́Hoover algorithm,41,42 which also
kept the system in the canonical (NVT) ensemble. During the
long simulations the trajectory was saved at every 1000th step.
The calculation took four months on a cluster using four
processors.

Construction of Cluster Models for MD/DFT Calcu-
lations. MD snapshots have been extracted in the following
way: (1) from the 0 to 24 ns of production run of trajectory A
in 4-ps steps (A/24 ns), resulting in a total of 6000 frames, (2)
from 24 to 124 ns of production run of trajectory A in 40-ps

Figure 3. Model DMP with the 1st and 2nd solvation shells and
closest Na+ ion. Color scheme adopted: yellow, phosphorus; red,
phosphate oxygens; green, carbons; small white spheres, hydrogens;
blue, water oxygens; big white sphere, sodium.
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steps (A/124 ns), resulting in a total of 2500 frames, (3) from
24 to 264 ns of production run of trajectory A in 40-ps steps
(A/264 ns), resulting in a total of 6000 frames, (4) from 0 to
120 ns of production run of trajectory B in 20-ps steps (B/120
ns), resulting in a total of 6000 frames.
Phosphate steps were modeled either as dimethyl phosphate

(DMP) or as isopropyl ethyl phosphate (IPEP). The cluster
models were cut out from the MD frames, saturating broken
bonds with a H-atom bonded to a C-atom with a C−H bond
length of 1.09 Å. All geometry parameters have been kept at
their MD values, that is, not optimized.
Solvent embedding has been modeled either as a first

solvation shell or as a first and a second solvation shell along
with the closest Na+ ion. For the first solvation shell and the A/
24 ns trajectory, the clusters included only those water
molecules directly hydrogen-bonded to phosphate anionic
(keto) oxygens, and no water molecules hydrogen-bonded to
the ester oxygens. This was done for the sake of consistency
with ref 5 and can be justified by the fact that X-ray structures
reveal that ester oxygens are only responsible for ∼15% of all
phosphate-water contacts.43 When extending the MD trajectory
to A/124 ns and A/264 ns and when switching to B/120 ns
trajectory, the first solvation shell included all water molecules
directly hydrogen-bonded to both keto and ester oxygens of the
phosphate. The following criteria were imposed to determine
the presence of a hydrogen bond: R(PO...HW) ≤ 2.25 Å and
<(PO...H−OW) ≥ 135°.

The second solvation shell has been defined as all water
molecules, for which a hydrogen atom was at the distance of
4.65 Å or closer from the phosphorus atom. This criterion is
justified below. For the Na+ cations, one ion per snapshot
closest to the phosphorus atom has been included.

Molecular Geometries for DFT Calculations on the
Grid. Out of the four relevant torsion angles in DMP, the two
more distant from phosphorus were set to constant values and
the other two were varied from 0° to 355° in 5° steps. A total of
72 × 72 = 5184 structures were constructed, which were
subsequently geometry optimized at the B3LYP/6-31G(d)
level. During the geometry optimization, all four relevant
torsion angles have been frozen.

Molecular Geometries for CPMD/DFT Calculations.
The first 1000 frames recorded during the Car−Parrinello
simulation, which started from the −g−g and −gt conformation,
respectively, were used for the combined CPMD/DFT
calculations. DMP plus all water molecules hydrogen-bonded
to any of the atoms in DMP with a H-bond distance less than
or equal to 2.25 Å were extracted from the snapshots. Certain
conformations of the DMP model are equivalent for symmetry
reasons. The symmetry was therefore used in the construction
of the CPMD map in order to obtain more data points in the
bins, as described in the Supporting Information, Figure S1.

Molecular Geometries for MO Analysis. Two models of
DMP with α = −60°, ζ = −60° (−g−g) and with α = −60°, ζ =
180° (−gt) have been geometry optimized at the B3LYP/6-
31G(d) level with the α, ζ torsion angles kept frozen. The

Figure 4. Development of BII populations and twist angles with time for several trajectory/sampling combinations: (a) A/24 ns, (b) A/124 ns, (c)
A/264 ns, (d) 1.2 μs trajectory of Peŕez et al.23 The BII conformation was assigned to all structures with ζ ≤ 210°.
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resulting values of ε, β were β = −168°, ε = −168° for −g−g
and β = −168°, ε = −178° for −gt.
Chemical Shift Calculations. MD/DFT and CPMD/DFT

calculations employing the model of DMP have been
performed with same parameters as those described in ref 5
and in the Supporting Information. In MD/DFT calculations
employing IPEP, a Gaussian-type DZVP orbital basis set44 was
used for all atoms additional to DMP. Thus, a locally dense
basis set has been employed in order to describe the
surroundings of phosphorus atom accurately and to keep the
computational requirements limited at the same time.45 For
DFT calculations on the grid, the wave function has been
calculated in Gaussian0346 at the BP8647,48/IGLO-III49 level
using the “UltraFine” grid and “SCF = Tight” convergence
criteria. For all other calculations, the converged Kohn−Sham
molecular orbitals have been obtained in Turbomole5.6.50−52

The molecular orbitals were transferred by Turbomole-to-Mag
and Gaussian-to-Mag interface routines53 to the property
module MAG of the ReSpect code54 and subsequently
employed in NMR calculations. Chemical shift calculations in
MAG employed sum-over-states density functional theory with
the individual gauges for localized orbitals (IGLO)49 choice of
the gauge origin. The same choices have been employed for the
molecular orbital analysis with the Boys method of local-
ization.55

Calculation of Statistical Errors. The statistical errors
have been determined for each MD sampling and each model/
embedding combination by means of the test of statistical
inefficiency described in the Supporting Information. It can be
argued that the standard ways of estimating statistical errors in
molecular simulations assume that the underlying process
produces a normal distribution of the investigated property,
whereas in our case a bimodal (BI and BII) distribution should
be expected. However, the chemical shift distributions of the
two conformers are rather much overlapping, despite the clear
“pooling” of the structures, as is shown below. Hence, the
standard procedure was followed. We note that the evaluation
of the test of statistical inefficiency requires the determination
of a plateau in a graph of data that is to some extent subjective.
Our estimate of the introduced “error in error bar” is typically
0.02−0.03 ppm, rarely 0.04 ppm, for BI shifts, and 0.02−0.05
ppm for BII shifts.

■ RESULTS AND DISCUSSION
Molecu l a r Dynamic s S imu la t i ons o f [d -

(CGCGAATTCGCG)]2 Starting from pdb Structure 1NAJ.
From the point of view of the observables, on which we focus in
this work, two properties of MD simulations are of crucial
interest. First, it is the convergence of BII populations of the
individual steps and the convergence of the related twist
angles.56 The BII populations should be same for correspond-
ing steps in the two chains, and for the palindromic sequence,
the twist angles should possess axial symmetry with respect to
the middle step when plotted as functions of the individual
steps. Second, it is important that the trajectory is converged
with respect to histograms of α and ζ torsion angles, as those
determine δP/BI and δP/BII.
Figure 4(a−c) shows the BII populations and twist angles for

the trajectories A/24 ns, A/124 ns, and A/264 ns. For a
comparison, Figure 4(d) displays the results of the 1.2 μs
trajectory of Peŕez et al.23 BII populations close to those of
Peŕez et al. (except for end-of-chain steps) have also been
obtained in a 2400 ns simulation of DD in 150 mM KCl by

Drsǎta et al.10 Clearly, the A/24 ns trajectory in Figure 4(a) is
far from being converged. The A/124 ns trajectory is much
closer to the 1.2 μs trajectory of Peŕez et al., but the A/264 ns
trajectory is again less converged and less symmetrical. To
understand why this is so, we have plotted the dependence of %
of BII state as a function of simulation progress for the step
G4pA5. The latter step has been selected because it reveals a
substantial decrease in symmetry when going from A/124 ns to
A/264 ns trajectory, and at the same time, it is relatively far
from both ends of the chain. The time dependence of % of BII
state is shown in Figure S2 of the Supporting Information.
Apparently, an approximate symmetry in strands A and B (not
to be confused with trajectories A and B) is gained between ca.
25 ns and ca. 100 ns, respectively, but then, the two chains
diverge again until ca. 240 ns. We have continued our MD run
until 390 ns; then, it was terminated due to the observation of
breaking of base pairs at one end of the duplex and distortion of
one chain end into the DNA groove at 280 ns. The loss of
symmetry at G4pA5 at 100 ns probably already was the first
sign of the loss of symmetry in our MD simulation.
Our maximum explored trajectory A/264 ns is thus certainly

not converged as concerns BI and BII populations and
symmetry. As discussed above, for step G4pA5, the symmetry
continually decreases after ca. 100 ns. This motivated us to
explore an MD trajectory longer than A/24 ns but shorter than
A/264 ns, of a length close to A/124 ns, but with higher
concentration of snapshots than available for the A/124 ns
trajectory. As discussed in the Computational Details section,
the interval for saving snapshots for the A/124 ns was 40 ps.
The length of the A/124 ns was 100 ns (from 24 to 124 ns),
hence 2500 snapshots have been obtained. The resulting error
bars were significantly larger than obtained for the A/264 ns
trajectory with equal interval for saving snapshots (40 ps),
where 6000 snapshots were available.
Accordingly, starting from 1NAJ, we have run a new MD

trajectory with the 20 ps interval for saving snapshots. δP has
been evaluated from the first 120 ns; thus, the trajectory is
referred to as B/120 ns. (The MD run was continued and
terminated at 190 ns.) As is shown in Figure 5, the B/120 ns
trajectory is in terms of symmetry much closer to the 1.2 μs
trajectory than is the A/264 ns and even the A/124 ns
trajectory. Our exploration of base pairing for chains A vs B
confirmed that the B/120 ns trajectory is much more

Figure 5. BII populations and twist angles for the B/120 ns trajectory.
The BII conformation was assigned to all structures with ζ ≤ 210°.
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symmetrical than the A/124 ns trajectory, in spite of equivalent
input parameters. Thus, the numerical instability entering MD
runs can very significantly influence the symmetry of the double
helix.
The higher symmetry of the B/120 ns trajectory does not

imply that problems of fraying at the ends of the double helix
are absent. We observe corrupted behavior such as H-bond
breaking and creation of non-Watson−Crick pairing, for both
the A/264 ns and the B/120 ns trajectories. For the A/264 ns
trajectory, until 160 ns, only short-lived unpaired states
returning to Watson−Crick pairing arise. At 160 ns, pair
G1−C24 splits, and at 190 ns, it undergoes a non-Watson−
Crick pairing, while the pair C12−G13 splits and undergoes a
non-Watson−Crick pairing only at 270 ns. For the B/120 ns
trajectory, noncanonical pairing sets already on at 60 ns (pair
G1−C24) and 85 ns (pair C12−G13). However, since both
ends are influenced at similar time coordinates, the symmetry
of the twist angles and BII populations is much higher than for
the A/264 ns trajectory, cf. Figures 4 and 5.
The B/120 ns trajectory was thus selected as our most

symmetrical trajectory for DFT calculations of δP. Yet, the δP/
BI and δP/BII may or may not be sensitive to BI/BII
populations of individual steps and twist angles. Crucial for δP/
BI and δP/BII are correct descriptions of histograms of torsion
angles, predominantly of α and ζ. The values of these angles in
the two chains may but may also not depend on the BII
populations, and it has not been explored yet to what precision
must the histograms be converged to produce δP/BI and δP/
BII within 0.10 ppm, which is our desired precision.
Consequently, in spite of the low symmetry, we have run
DFT calculations also for the trajectory/sampling of A/24 ns,
A/124 ns, and A/264 ns.

Focusing now on the torsion angles, in Figure S3 of the
Supporting Information, we compare the histograms of torsion
angles for the A/24 ns and the B/120 ns trajectories. In Figure
S4 of the Supporting Information, we do the same for the B/
120 ns and the A/264 ns trajectory. Apart from the change in
BII populations with the length of the trajectory, the most
apparent difference is in the β angle of the step A6pT7. Thus,
the description of the β angle for A6pT7 is not converged after
120 ns. The question of how much this next-neighbor angle can
influence δP/BI of A6pT7 is discussed below. Comparison of
the histograms in Figures S3 and S4 with the torsion angles
corresponding to the NMR structure 1NAJ25 indicates that in
the majority of cases, the NMR torsion angles fall within the full
width of the half-maximum of the mainpeak of the distribution
depicted in the histogram, with the following exceptions: ζ for
the steps G2pC3, G4pA5, C9pG10, G10pC11, and α for the
step G10pC11. In all of these cases, ζ in the histograms are
shifted from the experimental ζ toward higher values. It is
necessary to keep this discrepancy in mind as one possible
reason for the deviation of theoretical δP from experiment,
even though in the regions discussed, the δP dependence on ζ
is much smaller than that on α (see below).
Another important aspect of Figures S3 and S4 is their

meaning for our definition of BII conformation. The value of
210° for torsion angle ζ turns out to be an approximate average
coordinate of the minimum between the BI and BII maxima.
Thus, our criterion of BI vs BII conformation is the following:
the BI conformation is assigned to all structures with ζ > 210°,
the BII conformation is assigned to all other structures.
The last aspect of our MD simulations to be discussed is the

distribution of water molecules around the phosphate atoms,
relevant to the definition of the second solvation sphere newly
explored in this work. The graph of radial distribution function

Figure 6. Dependence of δP (on color scale in ppm) on α and ζ for steps G4pA5, T7pT8, and C9pG10 computed for the models of (a) DMP and
(b) IPEP, both for the A/24 ns trajectory. The numbers in the boxes give the error margins of the chemical shifts averaged over the box in question.
The maps have been obtained for the sum of data obtained for the three steps in question.
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for the distance between phosphorus and water hydrogens for
trajectory A/264 ns is given in Figure S5 of the Supporting
Information. The second solvation shell has been correspond-
ingly defined as all water molecules up to the distance of 4.65 Å
from phosphorus.
δP Calculations. Chemical Shift Maps for DMP vs IPEP. In

our previous work,5 we analyzed the trends in chemical shift in
terms of the α and ζ torsion angles in the form of 2D maps of
δP for DMP with the first solvation shell, based on the A/24 ns
trajectory. A question arose as to what extent the δP maps are
determined by the size of the model. In order to compare our
previously calculated 2D map for the DMP model with an
extended one, we have computed 2D maps using the IPEP
model with the first solvation shell using the same torsion
angles from the A/24 ns trajectory (Figure 6). As evidenced,
the main trends are preserved, while absolute values of δP
decrease by ca. 4 ppm upon model extension, in agreement
with substitution of hydrogen atoms in DMP by the more bulky
hydrocarbon chains in IPEP. Of importance is the fact that the
error margins do not change, which indicates that the next-
neighbor torsion angles β and ε, modeled more realistically in
IPEP as compared to DMP, do not increase the spread of the
data within the individual bins. The error margins remain
inversely proportional to the population of the bins. Thus, there
is no pronounced dependence on the ε and β torsion angles
within the individual bins and the consideration of ε and β in
the chemical shift map via their correlation to α and ζ values
appears sufficient.
As indicated above, the histograms of the torsion angles from

MD in several cases reveal shifts with respect to the
experimental NMR structure. It should be therefore discussed
to what extent the computed δP/BI and δP/BII can be
influenced by these shifts. In most cases, the shift is in the
torsion angle ζ, for the region of ζ/α ∼ 270°/290°. In this
region, the dependence on the ζ value in the chemical shift map
is smaller than the dependence on the α value, so a minor
influence on the value of δP/BI can be expected.
Sequence Dependence of δP/BI. The calculated values of

δP/BI for the selected trajectories, the DMP and IPEP models,
and two sizes of solvation shells are given in Table 1 and Figure
7. The presented error bars are based on the results of the tests
of statistical inefficiency. These are shown for the A/24 ns, the
A/124 ns, the A/264 ns, and the B/120 ns trajectories in the
Figures S6, S7, S8, and S9 of the Supporting Information,
respectively. The estimated statistical inefficiencies are given in
Tables S1−S4 of the Supporting Information. Additionally, for
the step T7pT8 and the trajectory A/264 ns, we have tested the

effect of continually increasing the embedding from (a) the first
solvation shell through (b) the first and second solvation shells
to (c) the 1st + 2nd solvation shells and closest Na+ ion. Our
calculated values of δP/BI were (a) −16.16 ± 0.10 ppm, (b)
−15.62 ± 0.25 ppm, and (c) −15.14 ± 0.10 ppm, respectively.
The results of the tests of statistical inefficiency and the
estimated inefficiencies are given in Figure S10 and Table S5 of
the Supporting Information. Thus, both adding the second
solvation shell and adding the Na+ ions has a significant
influence on δP.
To check the adequacy of estimating the statistical errors, we

have additionally plotted in Figure S11 of the Supporting
Information the computed chemical shifts for the A/24 ns
trajectory and DMP with first solvation shell in the form of
histograms of δP/BI, δP/BII, and total δP. The chemical shift
distributions of the two conformers are significantly over-
lapping, despite the clear “pooling” of the structures; thus, the
standard way of estimating statistical errors is justified.
The most apparent feature of Figure 7 is the close similarity

of results obtained with the A/264 ns (1st solvation shell) and
A/124 ns (1st solvation shell) trajectories and their difference
from the results obtained with the A/24 ns (1st solvation shell)
and the B/120 ns (1st and second solvation shell + closest Na+)
trajectories. The trajectories A/264 ns (1st solvation shell) and
A/124 ns (1st solvation shell) differ mainly in the error bars
that are necessarily larger for the shorter trajectory, which is a

Table 1. δP/BI for Individual Steps of DD Obtained over the MD Trajectoriesa

step
A/24 ns IPEP + 1st

solvation shell
A/24 ns DMP + 1st

solvation shell
A/124 ns DMP + 1st

solvation shell
A/264 ns DMP + 1st

solvation shell
B/120 ns DMP + 1st and 2nd solvation

shell + closest Na+

G2pC3 − −15.57 ± 0.19 −16.19 ± 0.22 −16.20 ± 0.16 −15.04 ± 0.28
C3pG4 − −15.46 ± 0.11 −15.64 ± 0.15 −15.62 ± 0.10 −14.93 ± 0.11
G4pA5 −19.61 ± 0.23 −15.70 ± 0.19 −15.77 ± 0.24 −15.66 ± 0.19 −15.11 ± 0.16
A5pA6 − −15.64 ± 0.11 −15.98 ± 0.15 −15.99 ± 0.09 −14.99 ± 0.11
A6pT7 − −15.75 ± 0.10 −16.33 ± 0.15 −16.39 ± 0.09 −15.64 ± 0.09
T7pT8 −19.63 ± 0.10 −15.93 ± 0.10 −16.05 ± 0.15 −16.16 ± 0.10 −15.33 ± 0.10
T8pC9 − −15.63 ± 0.11 −16.37 ± 0.31 −16.25 ± 0.13 −15.37 ± 0.10
C9pG10 −19.09 ± 0.16 −15.46 ± 0.15 −16.09 ± 0.17 −16.06 ± 0.10 −15.03 ± 0.12
G10pC11 − −15.68 ± 0.49 −15.91 ± 0.25 −15.80 ± 0.15 −14.85 ± 0.24

aChemical shift of 31P averaged over the BI parts of the trajectory and its error margin. The BI conformation was assigned to all structures with ζ >
210°.

Figure 7. δP/BI as a function of sequence obtained from MD/DFT
calculations for the DMP model. The BII conformation was assigned
to all structures with ζ ≤ 210°. “2nd solvation shell and Na+” in the
legend refers to employing the first solvation sphere, the second
solvation sphere, and the closest Na+ ion (cf. Computational Details).

Journal of Chemical Theory and Computation Article

dx.doi.org/10.1021/ct300488y | J. Chem. Theory Comput. 2013, 9, 1641−16561647

http://pubs.acs.org/action/showImage?doi=10.1021/ct300488y&iName=master.img-007.jpg&w=220&h=167


subset of the longer trajectory. However, the averages are little
influenced by transition from A/124 ns to the more than twice
as long A/264 ns trajectory. Thus, the A/124 ns trajectory turns
out to be, to a large extent, converged with respect to δP/BI
calculations.
Let us now concentrate in more detail on the similarities and

differences between the various trajectory/model combinations
when focusing on sequence trends in δP/BI. Trend in δP
between the steps G2pC3 and C3pG4 strongly depends on the
extension of the trajectory from A/24 ns to A/124 ns and A/
264 ns and on increasing the solvation shell. The step G2pC3 is
the penultimate steps of the duplex, as is the G10pC11 step
possessing a large error bar on the δP result for the A/24 ns
trajectory. It is often observed in molecular dynamics
simulations that the ultimate and the penultimate steps reveal
significantly larger fluctuations than the rest of the steps.
Indeed, as discussed, corrupted base pairing at the ends has
been observed for both trajectories A and B. Since it is usual in
such cases to exclude two end steps from comparisons,57 we
adopt the same approach. With the remaining seven steps, for
all trajectories and both models, δP/BI is most negative in the
middle (steps A6pT7 or T7pT8) and least negative toward the
ends (steps C3pG4 and C9pG10). Also for the larger IPEP
model with first solvation shell, we obtained δP/BI by 0.5 ppm
more negative for T7pT8 than for C9pG10 (see Table 1).
Concentrating now on the middle steps, we are in a fortunate

situation since several steps have BII populations very close to
zero. This is predicted jointly from our MD simulations, from
the simulation of Peŕez et al., and from the equation of Heddi
et al. Thus, trends in δP/BI from theory and in δP from
experiment can directly be compared. Experimental values of
δP for A6pT7 and T7pT8 to two decimal places are equal.58,59

This is correctly reproduced by the A/24 ns and the A/124 ns
trajectories, where δP/BI for A6pT7 and T7pT8 are identical
within the error bars. For the A/264 ns trajectory and the B/
120 ns trajectory with the larger model, the chemical shift of
T7pT8 becomes statistically less negative than that of A6pT7.
This can apparently happen only due to the corresponding
torsion angles α and ζ moving from their NMR values (starting
structure) to their values converged within the free MD
simulation, cf. Figures S3 and S4 (Supporting Information).
The better agreement with experiment for the short trajectory
is consistent with the indication that starting, NMR-determined
(restrained MD), torsion angles seem closer to reality than
their MD converged values.
Another difference between the various approaches in Figure

7 is the relative value of δP/BI for C9pG10 and C3pG4. While

the A/24 ns with the smaller solvation and the B/120 ns
trajectory with the larger solvation predicts these two values to
be statistically identical, the A/264 ns trajectory with the
smaller model sees them as different (δP/BI for C9pG10 is
more negative). Here, a comparison to experiment is not
possible, since BII populations for these steps are both
significant and model-dependent. Nevertheless, δP/BI is
predicted to be less negative for C9pG10 than for A6pT7
jointly by all models.
Quantitatively, considering the seven innermost steps, the

difference between the most and least negative δP/BI is 0.77
ppm for the A/264 ns trajectory with small solvation, and it is
0.71 ppm for the B/120 ns trajectory with large solvation. Since
our calculations overestimate the experimental δP/BI−δP/BII
(1.6 ppm) by a factor of ca. 1.7 (vide infra), we can divide the
differences between the most and least negative δP/BI by this
number to obtain an estimate of sequence-dependence of δP/
BI in DD: 0.77/1.7 = 0.45 ppm and 0.71/1.7 = 0.42 ppm,
respectively.
Our result, the 0.4−0.5 ppm sequence dependence of δP/BI,

is sufficient to reveal that the conventionally adopted
presumption of sequence independence of δP/BI and δP/BII
is not justified. Thus, the population of BII states determined
using this presumption and currently employed as a benchmark
for MD validations most probably cannot be taken as
quantitatively relevant. It might perhaps serve as a qualitative
guide if, as in our particular case, the sequence dependence of
δP/BI, which is not accounted for by Heddi et al., would to
some extent be correlated to BII population (in our case, both
are smallest in the middle and largest at the end of the duplex).
Indeed, a simple model may work qualitatively if a neglected yet
important property is correlated to a property, which is
included.

Sequence Dependence of δP/BII. Our data for the
sequence dependence of δP/BII are shown in Table 2 and
Figure 8. Table 2 lists data for steps where more than 30
snapshots fell into the BII region. Figure 8 shows data for steps
where the computed error bar is smaller than 0.6 ppm. In
comparison to δP/BI, data for δP/BII are statistically much less
conclusive due to the relatively small occurrence of BII and,
hence, large error bars. Unlike for δP/BI in Figure 7, the trends
for δP/BII in Figure 8 reveal different qualitative trends not
only between the A/24 ns and the A/124 ns trajectories but
also between the A/124 ns and the A/264 ns trajectories. Thus,
the δP/BII probably cannot be considered converged, even at
264 ns, due to insufficient sampling of the BII conformations.
Yet, there is one statistically significant trend observed for all

Table 2. δP/BII for Individual Steps of DD Obtained over the MD Trajectoriesa,b

step
A/24 ns IPEP + 1st

solvation shell
A/24 ns DMP + 1st

solvation shell
A/124 ns DMP + 1st

solvation shell
A/264 ns DMP + 1st

solvation shell
B/120 ns DMP + 1st and 2nd solvation

shells and closest Na+

G2pC3 − −13.09 ± 0.45 −13.51 ± 0.38 −13.89 ± 0.22 −12.22 ± 0.40
C3pG4 − −12.48 ± 0.31 −12.53 ± 0.57 −13.34 ± 0.29 −12.36 ± 0.33
G4pA5 −16.97 ± 0.23 −13.56 ± 0.19 −13.53 ± 0.20 −13.60 ± 0.15 −12.75 ± 0.14
A5pA6 − −12.93 ± 0.26 −13.63 ± 0.49 −13.59 ± 0.30 −12.66 ± 0.33
A6pT7 − −12.10 ± 0.71 −12.88 ± 1.34 −13.16 ± 0.76 −13.40 ± 0.91
T7pT8 −c −c −c −c −c

T8pC9 − −12.02 ± 0.84 −c −12.53 ± 0.99 −11.88 ± 0.75
C9pG10 −17.42 ± 0.27 −13.88 ± 0.25 −14.39 ± 0.40 −13.95 ± 0.22 −13.13 ± 0.24
G10pC11 − −13.08 ± 0.55 −13.36 ± 0.22 −13.25 ± 0.18 −12.76 ± 0.26

aChemical shift of 31P averaged over the BII parts of the trajectory and its error margin. bThe BII conformation was assigned to all structures with ζ
≤ 210°. cOnly 1−2 structures in the trajectory corresponded to BII conformational class.
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trajectories and models explored: δP/BII for C3pG4 is always
less negative than for C9pG10. The most conservative estimate
of the difference, δP/BII(C3pG4) − δP/BII(C3pG4), is 0.10
ppm for the A/264 ns trajectory.
A last issue to be discussed at this point is the number of

snapshots necessary for the δP calculation. In this study, all
computed δP are averages over 6000 snapshots with the
exception of the A/124 ns trajectory where only 2500
snapshots were available. While for 6000 snapshots, the
minimum error bar is 0.10, for 2500 snapshots, it is 0.15. To
learn more about the relation between snapshot count and
error bar size, we have compared, for the B/120 ns trajectory,
averages and error bars using (a) all 6000 snapshots, (b) each
second snapshot, in total 3000 snapshots, and (c) each sixth
snapshot, in total 1000 snapshots. The results are shown in
Tables S6 and S7 (Supporting Information); the results of tests
of statistical insufficiency and estimated insufficiencies are
shown in Figures S9, S12, S13 and Tables S4, S8, S9 of the
Supporting Information, respectively. As is evidenced in Tables
S6 and S7, 1000 structures is clearly insufficient. The error bars
are at least twice as large as for 6000 structures, which is a
precision much too low for the present purpose. For 3000
snapshots, all but one error bar are again larger than for 6000
snapshots. In the one exceptional case of C3pG4, the decrease
in the error bar is within the order of uncertainty in error bar
determination, which is for BI conformations 0.02−0.03. In
most cases, however, upon halving the 6000 data to 3000, error
bars increase by only ca. 10−20%, so that still statistically
significant conclusions about averages can be drawn, cf. Table
S6 of the Supporting Information.
Sequence Dependence of Total δP and Comparison

to Experiment. A successful calculation of total δP
comparable to experiment requires that δP/BI and δP/BII
are corrected for (1) a constant offset of the theoretical values
and (2) the theoretical overestimation of the difference
between δP/BI and δP/BII. In the present case, the computed
values of δP/BI reveal a constant offset of ca. 11 ppm with
respect to experimental values of refs 58 and 59, when we
compare the steps predominantly found in the BI state. This
offset originates partly from the application of a limited model60

and partly from systematically underestimated P−O bond
lengths used in the molecular dynamics as compared to the

DFT-optimized geometries.5 The latter problem can be
partially overcome by using geometries from CPMD snapshots,
as discussed below. To correct for the theoretical offset, we
have computed values δP/BIoffset and δP/BIIoffset (Table S10
and S11 of the Supporting Information), determined as δP/
BIoffset = δP/BI + c, δP/BIIoffset = δP/BII + c, where the
constant c has been determined so that δP/BIoffset of the step
A6pA7 computed for the trajectory and model in question
matches exactly the experimental value of −4.38 ppm.58 The
step A6pA7 has been chosen as a reference for the offsetting
due to the fact that this step is found almost exclusively in the
BI conformation; hence, the theoretical value of δP/BI can be
directly compared to the experimental chemical shift.
Furthermore, for the step A6pA7, the torsion angles from the
MD histograms and from NMR structures agree very well (cf.
Figures S3 and S4, Supporting Information); A6pA7 thus
appears as an ideal step for the computational method
calibration.
The differences between δP/BI and δP/BII in Tables 1 and 2

for the A/24 ns trajectory range from 1.58 ppm (C9pG10) to
3.65 ppm (A6pT7), with an average of 2.72 ppm. The
experimentally estimated average value of the difference δP/BI
− δP/BII is 1.6 ppm,1,2 indicating that present methods applied
to the A/24 ns trajectory overestimate experiment by a factor of
2.72/1.6 = 1.70. This is partially caused by the limited solvent
embedding, but even with the inclusion of second solvation
shell and of Na+, δP/BI − δP/BII is still overestimated on
average by a factor of 1.5 with respect to experiment. Another
possible reason might be the limitations of the BP86 density
functional. Our comparative calculations done on a few
snapshots with the popular hybrid B3LYP functional provided
an even slightly larger value of δP/BIoffset − δP/BIIoffset;
however, for δP with its large fluctuations between individual
snapshots, the averaging over the whole trajectory would have
to be done before a firm conclusion can be made. Scaling might
be caused also by working with a limited DMP model and
neglecting the sugar and base contributions to chemical shift.
However, going from the DMP model to the IPEP model, the
δP/BI − δP/BII difference gets even larger (cf. third and
second columns of Tables 1 and 2). We believe that δP/BI −
δP/BII overestimation in the calculations can be accounted for
by slight bond length and bond angle responses to the torsion
angle changes, which are clearly observed in CPMD simulations
(see below) and which influence the values of δP/BI and δP/
BII differently. To correct for the systematic offset and the
scaling at the same time, we have computed “δP/BIoffset,scaled”
and “δP/BIIoffset,scaled” as follows. First, we determined the
difference δP/BI(X) − δP/BI(A6pT7). The result is then
divided by a factor of 1.7 and added to the value of δP/
BIoffset(A6pT7). Similar procedure is used for δP/BII(X). The
values of δP/BIoffset,scaled and δP/BIIoffset,scaled are given in Tables
S12 and S13 of the Supporting Information, with the details of
calculation given in the footnotes.
For the comparison with experimental data, as most suitable

appear the A/24 ns and the A/124 ns trajectories that correctly
predict δP/BI for A6pT7 and T7pT8 identical within the error
bars. While for the case of the A/124 ns trajectory this is
partially due to the limited number of snapshots and thus larger
error bars (for the related, B/120 ns trajectory, disagreement in
δP/BI for A6pT7 and T7pT8 is found), the results for the A/24
ns trajectory are more statistically conclusive. We thus continue
our discussion with the shortest, A/24 ns trajectory and, for
comparison, also with the longest, A/264 ns trajectory. The δP/

Figure 8. δP/BII as a function of sequence obtained from MD/DFT
calculations for the DMP model. “2nd solvation shell and Na+” in the
legend refers to employing the first solvation sphere, the second
solvation sphere, and the closest Na+ ion (cf. Computational Details).
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BI, δP/BII subaverages (Tables 1 and 2) as well as the δP/
BIoffset,scaled, δP/BIIoffset,scaled subaverages (Tables S12 and S13 of
the Supporting Information) have been employed to calculate
their weighted averages using eq 1:

δ δ δ= +P c P/B c P/BBI I BII II (1)

Relative occurrences of BI vs BII, characterized by
coefficients cBI and cBII have been taken from (a) our MD
simulation in question, (b) from MD simulation of Peŕez et
al.,23 (c) from empirical equation of Heddi et al.,3 and (d) from
restrained MD study of Schwieters et al.22 The results are
shown in Figure 9 (A/24 ns trajectory) and Figure 10 (A/264
ns trajectory).
An inspection of Figures 9 and 10 reveals that (1) after

scaling (blue curves), an agreement between theory and
experiment becomes much more evident; (2) the sequence
trends agree with experiment better for the A/24 ns trajectory
than for the A/264 ns trajectory; (3) the best agreement with
experiment is found for BII populations of Heddi et al (Figure
9c); (4) a good agreement with experiment is found also for BII
populations from MD simulations if steps G4pA5, G10pC11 in
Figure 9a and steps G2pC3, G4pA5, G10pC11 in Figure 9b are
excluded from the comparison. The latter steps are exactly

those that have within the corresponding MD simulations
populations of BII larger than 30%. This suggests that the
disagreement with the experimental trend can be due to
overestimation of percentages of BII at the particular steps of
the MD trajectory. In other words, at the steps with the high
propensity for BI−BII transitions, the force field may
overestimate the actual BII percentage. In Figure 9(c), on the
contrary, all of the experimental trends are matched correctly
indicating that the introduction of NMR restraints in the
modeling of the BI vs BII populations indeed brings the
description closer to reality. Quantitatively, the theoretical
trends for the first three steps are, however, much too steep.
This, we believe results from the quantitative inadequacy of
empirical equation of Heddi et al. that neglects the sequence
dependence of δP/BI.
Since, for the A/24 ns trajectory, we obtain a quite good

agreement between the theory and experiment, we can use eq 1
to calculate cBI and cBII, when using ofsetted and scaled values
of δP/BI, δP/BII to match the experimental value of total δP
exactly. Thus, by relating δP(X)exp for each step to sequence
dependent δP/BIoffset,scaled(X) and δP/BIIoffset,scaled(X) via eq 2:

Figure 9. Experimental shifts from ref 58 (red) and theoretical shifts for the A/24 ns trajectory, computed either as weighted averages of δP/BI and
δP/BII values from Tables 1 and 2 and shifted for graphical reasons (to better see the comparison of trends but to avoid overlap with the blue line)
by 11.8 ppm up (green) or as weighted averages of δP/BIoffset,scaled and δP/BIIoffset,scaled values from Tables S12 and S13 (blue). The weighted
averages have been computed according to eq 1 except for the step T7pT8, where pure δP/BI and δP/BIoffset,scaled values are plotted, due to the
absence of theoretical δP/BII and δP/BIIoffset,scaled values and negligibly small percentages of BII structures. The weighting factors cBI, cBII have been
taken from (a) our A/24 ns simulation, average BI/BII percentage over the two chains; (b) simulation of Peŕez et al.,23 average BI/BII percentage
over the two chains; (c) values of Heddi et al.,3 and (d) Schwieters et al.22 The plotted error margins have been determined as described in the
Supporting Information.
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δ δ

δ

=

+

P (X) c (X) P/BI (X)

c (X) P/BII (X)

exp BI offset,scaled

BII offset,scaled (2)

we can determine cBI(X) and cBII(X). Realizing that cBI(X) = 1
− cBII(X), we obtain for %BII(X) = cBII(X)×100:

δ δ
δ δ

=
−

−

×

%B (X)
P (X) P/BI (X)

P/BII (X) P/BI (X)

100

II
exp offset,scaled

offset,scaled offset,scaled

(3)

The error margin of computed %BII has been determined as
described in the Supporting Information.
In Figure 11, the percentage of BII determined from eq 3 by

using values of Tables S12 and S13 (Supporting Information)
for the A/24 ns trajectory and the first solvation shell (“current
NMR calculation”) is plotted and compared to relative
occupation of BII determined from the other sources. The
best qualitative agreement with our NMR calculation is found
for the results of Heddi et al. At the same time, however, our
calculation suggests that for the steps G2pC3, C3pG4, and
G4pA5 the percentage of BII should be smaller than suggested
by Heddi et al., due to the sequence dependence of δP/BI.
The results of Schwieters et al.22 likewise suggest significantly

larger BII relative occurrence than our calculation for the first

four steps, while for the remaining five steps their error margins
fall within the error margins of our calculation. For the two MD
simulations, quantitative agreement is obtained with our NMR
calculation for the innermost steps, while the MD description
of the end steps seems clearly problematic: The simulation of
Peŕez et al. seems to overestimate the BII percentage of G2pC3
and G4pA5, while our MD simulation seems to overestimate
the BII percentage of G4pA5 and G10pC11. Both our
simulation and the simulation of Peŕez et al., on the other
hand, underestimate the percentage of BII for C9pG10.

δP Calculations on CPMD Snapshots. Calculations on
snapshots from Car−Parrinello molecular dynamics of DMP
have been done in order to see whether these can partially
correct for the systematic offset of the theoretical δP as
compared to the experiment. Two CPMD trajectories were
employed. The first CPMD trajectory was started from a −g−g
structure while the second one from a +gt structure. The
trajectories contained all of +g+g, +g−g, −g+g, −g−g, +gt, −gt
regions, while for the tt conformation (both torsion angles 180°
± 20°) only two structures were encountered. The time
dependence of the C−O−P−O torsion angles over the two
trajectories is given in the Supporting Information (Figure
S14).
The chemical shift map computed on the CPMD trajectories

is given in Figure 12. Chemical shifts were averaged for bins

Figure 10. Experimental shifts from ref 58 (red) and theoretical shifts for the A/264 ns trajectory, computed either as weighted averages of δP/BI
and δP/BII values from Tables 1 and 2 and shifted for graphical reasons (to better see the comparison of trends) by 11.8 ppm up (green) or as
weighted averages of δP/BIoffset,scaled and δP/BIIoffset,scaled values from Tables S12 and S13 (Supporting Information) (blue). The weighted averages
have been computed according to eq 1 except for the step T7pT8, where pure δP/BI and δP/BIoffset,scaled values are plotted, due to the absence of
theoretical δP/BII and δP/BIIoffset,scaled values and negligibly small percentages of BII structures. The weighting factors cBI, cBII have been taken from
(a) our A/264 ns trajectory, chain A (b) simulation of Peŕez et al.,23 average BI/BII percentage over the two chains; (c) values of Heddi et al.,3 and
(d) Schwieters et al.22 The plotted error margins have been determined as described in the Supporting Information.
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with populations of at least 25 snapshots. The error margins in
Figure 12 are significantly larger than those for the chemical

shift maps from classical MD due to much smaller population
of the individual bins. In terms of trends, in agreement with the
classical MD maps, the least positive shifts are obtained for the
gg conformation, while the most positive shifts are obtained
when one of the angles is ∼90° (g) and the other is t. In terms
of the absolute values, the whole scale is shifted to significantly
more positive values. The chemical shifts for the −g−g
conformation in Figure 12 are found around +7 ppm. Based
on results from classical MD upon the transition from DMP to
IPEP (Figure 6), the phosphorus chemical shift decreases by ca.
4 ppm. Similarly, in the case of CPMD calculations, we may
expect an analogous shift of a gg structure of IPEP to ca. +3
ppm, which is already much closer to the experimental nucleic
acid value of ca. −4 ppm58 than in the case of classical MD
snapshots, where the values of chemical shift in the middle of
the gg region are ca. −20 ppm, cf. Figure 6b. Similar
improvement of comparison between experiment and theory
upon transition from classical MD to CPMD has been reported
previously.61 The reason is in the more realistic bond lengths
provided by ab initio molecular dynamics: the CPMD distances
listed in Table 3 are within ca. 0.02 Å of the DFT-optimized

Figure 11. Percentage of time in the BII conformation. Current NMR calculation: average values determined by eq 3 using the values from Tables
S12 and S13 for the A/24 ns trajectory, except for step T7pT8 where eq 3 would predict a negative percentage and the value of 0.0 is plotted. Error
margins have been determined using equations S10, S11, and S12 (Supporting Information). The values from current NMR calculation are
compared to percentage of BII from (a) current MD simulation, average over the two chains; (b) MD simulation of Peŕez et al., taken from ref 23
(average over the two chains); (c) Heddi et al.,3 taken the “predicted” values from Table 8 of ref 22; error margins taken from ref 3; (d) Schwieters
et al., taken the Ne = 8 values of Table 8 of ref 22. The crosses in panels a and b indicate maximum and minimum values for the two halves of each
trajectory and each strand. The black error bars in panels c and d are published error estimates. The red error bars are error estimates of our
calculated data obtained as described in the Supporting Information.

Figure 12. Chemical shift map for DMP computed on snapshots from
the two CPMD trajectories described in text. The numbers in the
boxes give the error margins of the chemical shifts averaged over the
box in question. The highlighted rectangle corresponds to the range of
values in Figure 6.
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bond lengths for DMP, while the classical MD bond lengths are
ca. 0.05 Å shorter than the DFT-optimized bond lengths.

DFT Calculations on the Grid of α and ζ. The chemical
shift map for CPMD snapshots on free dimethyl phosphate
shown in Figure 12 covers a much wider torsion-angle space
than the map of chemical shielding for the DD system. In order
to explore the chemical shift throughout the full conformational
space of 360° for α and ζ, we have performed a series of DFT
calculations on a grid of α and ζ. The results are consistent with
the chemical shift maps for the DD system as well as with the
CMPD map for the dimethyl phosphate and are given in Figure
S15 of the Supporting Information.
Analysis of MO Contributions to Phosphorus Chemical

Shielding. Interpretation. Finally, let us concentrate on the
interpretation of the conformational dependence of δP studied
in this manuscript. Whereas the torsion angle dependence of δP
in DMP has not been interpreted in terms of orbital
interactions so far, stereoelectronic interpretations have been
suggested for the conformational energy of DMP.62 A
stereoelectronic influence related to a specific feature of the
electronic structure that results in the stabilization of one
conformer over another is called the anomeric effect.63 In the
case of DMP, the −g−g (closed) geometries are more stable
than the −gt (half-open) geometries,64 which are, in turn, more
stable than the tt (open) geometries.65 The conventional view
of the anomeric effect in the phosphodiester backbone is
illustrated in Figure 14. The −g−g conformation is stabilized
(with respect to −gt and tt conformations) through Oester lone
pair electron interactions with spatially proximal P−Oester
antibonding orbitals.66 We may therefore expect that a similar

factor will determine the difference in 31P chemical shift
between the gg and the gt conformers.
Our analysis of the 31P chemical shielding tensors for the

−g−g and −gt conformations (see Supporting Information,
Table S14) shows that while the two smaller principal
components (σ11 and σ22) vary only slightly upon the −g−g
→ −gt switch, the largest principal component (σ33) varies by
approximately 10 ppm. This is in agreement with the results of
Benda et al.7 In Table 4, the σ33 component is analyzed in terms
of localized molecular orbital contributions, using the IGLO
approach along with the Boys localization scheme. Obviously,
the −g−g → −gt switch influences most the contribution of the
O3−P bond and only in the second place the O4−P bond. It is
thus the bond to the anionic oxygen, not to the ester oxygen,
whose contribution is most influenced. Consequently, in
addition to the anomeric effect described, another stereo-
electronic effect involving the anionic oxygens should be
expected.
As has been recently shown, the anomeric effect in the

phosphodiester moiety of DNA is indeed more complicated
than previously suggested.67 Banavali and MacKerell have
shown that, in addition to delocalizations involving Oester lone
pairs and P−Oester antibonding orbitals, delocalizations
involving Oanionic lone pairs and P−Oanionic antibonding orbitals
also occur. The presence of an anomeric effect can be detected
by bond length and angle changes. In agreement with the
results of Banavali and MacKerell,67 in our CPMD simulations
the bond length to one of the anionic oxygens changes only
slightly upon the gg→gt switch while the other is significantly
lengthened, see Table 3. This indicates that indeed the changes
in δP reported in this work result from a stereoelectronic effect
involving the P−Oanionic bonds.

■ CONCLUSIONS

In our previous work, we have found that δP varies within the
BI and BII regions in the order of units of ppm, where the
regions were defined as statistically significantly populated
spaces of α and ζ in the course of free MD simulation of
[d(CGCGAATTCGCG)]2.

5 The main question to be
answered here was whether the α, ζ dependence of δP/BI
and δP/BII will remain apparent also in the sequence
dependence of time averaged δP/BI and δP/BII of the
canonical B-DNA duplex. This question is anything but a
trivial one, since the statistically significant population of α and
ζ spans a much wider region of angles than are the differences
in the mean values of α and ζ, which characterize individual
steps.
We have explored three molecular dynamics trajectories

differing in the step size for saving snapshots and simulation
length and three quantum chemical models of phosphorus
surroundings. A common result obtained for all MD trajectories

Table 3. Averaged Interatomic Distances [Å] Found in the CPMD Simulation,a in DFT Optimization,b and in Classical MD
Simulationc,d

P = O2 P = O3 P−O4 P−O5 O4−C6 O5−C7

CPMD, −gt 1.530 1.526 1.630 1.619 1.475 1.478
CPMD, −g−g 1.524 1.524 1.627 1.627 1.475 1.475
DFT optimized, −gt 1.544 1.534 1.663 1.645 1.449 1.453
DFT optimized, −g−g 1.532 1.533 1.662 1.661 1.449 1.450
classical MD 1.477 1.477 1.599 1.595 1.424 1.423

aThe standard errors of the mean were close to 0.001 Å in all cases. bResults for the DMP model with 6 H2O molecules, the whole system optimized
at the BLYP/6-31G(d) level of theory. cResults for a parm99 FF trajectory. dThe numbering of atoms is given in Figure 13.

Figure 13. Atom numbering definition for Tables 3 and 4.

Figure 14. Conventional hypothesis of the anomeric effect responsible
for the stabilization of the phosphodiester backbone in the gg
geometries. Along the lines of Figure 1 in ref 67.
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and all models is that δP/BI and δP/BII are sequence
dependent in the order of tenths of ppm. Disregarding two
steps at each end of the double helix (which are expected to be
influenced by end-effects), in all three simulations and for the
DMP model with both the smaller and the larger solvent/ion
embedding, δP/BI is most negative in the middle (steps A6pT7
or T7pT8) and least negative toward the ends (steps C3pG4
and C9pG10). Also, for the larger IPEP model with first
solvation shell, which was explored for the steps G4pA5,
T7pT8, and C9pG10, we obtained δP/BI to be 0.5 ppm more
negative for T7pT8 than for C9pG10.
The shortest (A/24 ns) trajectory correctly predicts the two

steps A6pT7 and T7pT8 to have the smallest chemical shifts,
while for the A/264 ns trajectory and the B/120 ns trajectory
with the larger model, the chemical shift of T7pT8 becomes
statistically less negative than that of A6pT7. This indicates that
the NMR-determined values of torsion angles α and ζ that are,
to a large extent, preserved during the first 24 ns of simulation
are consistent with experimental values of δP, whereas
extending the MD trajectory further moves to a force-field
converged torsion angle values providing a worse agreement
with experiment.
The difference between the most and least negative δP/BI is

0.77 ppm for the A/264 ns trajectory and DMP with first
solvation shell and 0.71 ppm for the B/120 ns trajectory and
DMP with first and second solvation shell and the closest Na+

ion. After scaling of our computed data by a factor of 1/1.7, we
obtain an estimate of sequence-dependence of δP/BI in DD of
0.4−0.5 ppm. Our data for sequence dependence of δP/BII are
much less statistically conclusive due to the smaller relative
occurrence of this conformation and hence larger error bars.
Our result for the 0.4−0.5 ppm sequence dependence of δP/

BI is sufficient to reveal that the conventionally adopted
presumption of sequence independence of δP/BI and δP/BII is
not justified. Thus, the population of BII states determined
using the relationship of Hartmann et al. and currently
employed as a benchmark for MD validations most probably
cannot be taken as quantitatively relevant. It might perhaps
serve as a qualitative guide, if, as in our particular case, the
sequence dependence of δP/BI that is not accounted for by
Hartmann’s relationship would to some extent be correlated to

BII population (in our case, both are smallest in the middle and
largest at the end of the duplex). Indeed, a simple model may
work qualitatively if a property that is neglected is correlated to
a property that is included.
In parallel with the MD/DFT calculations of chemical shifts,

we tried to find out the conditions that must be fulfilled by a
MD trajectory in order to use it as a starting point for quantum
chemistry calculations. The calculation of δP requires a
knowledge of δP/BI, δP/BII, and the BI and BII populations.
While the populations need at least 1.2 μs of trajectory to be
converged, δP/BI are converged already for a A/124 ns
trajectory, since upon an extension to A/264 ns, sequence
trends in average values do not change significantly. Thus, the
asymmetries in BII populations, different for A/264 ns than for
the A/124 ns trajectory, do not seem to influence δP/BI
differently. In other words, the histograms of relevant torsion
angles need extension from tenths to hundreds of nanoseconds,
but not to microseconds. The necessary length of δP/BII is
certainly longer than 240 ns for the middle steps, but there, the
population of BII seems to be negligible, so that the value of
δP/BII is of little importance for the total δP. For the outer
steps, an extension of trajectory beyond 240 ns seems necessary
unless shortening of step and, hence, better sampling would
prove sufficient to obtain better statistics. Also important is the
number of snapshots necessary for δP calculations. Averaging
over 6000 snapshots results in lowest error bars of 0.09−0.11
ppm, which is our desired accuracy. For 3000 structures, error
bars increase by ca. 10−20%, so that still statistically conclusive
outcomes are obtained. 1000 structures is insufficient, since the
error bars are at least twice as large as for 6000 structures. Very
recently, a parallel variable selection method has been proposed
by one of us that efficiently reduces the number of clusters
needed for spectroscopic properties evaluation.68 In the future,
it would be very desirable to test the method for the system and
property studied in this work.
Regarding comparison with experimental δP for all inner

steps, not just those being predominantly BI, the best
qualitative agreement with experiment is obtained for the A/
24 ns trajectory with BI and BII populations of Hartmann et al.
This is consistent with the indication that starting, NMR
determined, torsion angles appear to be closer to reality than

Table 4. Localized Molecular Orbital (LMO) Contributions to σ33 in Principal Axesa

−g−g −gt

LMO MO no. contrib. MO no. contrib. contrib(−gt)−contrib(−g−g)

LP (O4) 26 −4.7 20 −4.4 0.4
LP (O4) 28 −5.9 29 −5.8
LP (O5) 19 −5.7 18 −6.1 −1.9
LP (O5) 29 −4.5 24 −6.0
LP (O2) 24 −14.5 30 −13.7 0.8
LP (O3) 25 −14.5 14 −15.8 −1.3
B (O2−P) 14 6.7 15 6.3 2.6
B (O2−P) 32 21.2 26 22.0
B (O2−P) 30 2.4 33 4.6
B (O3−P) 15 4.4 27 −1.1 −16.1
B (O3−P) 31 21.3 28 18.9
B (O3−P) 33 6.7 32 −1.5
B (O4−P) 18 −180.9 16 −171.1 9.2
B (O5−P) 27 −182.6 31 −187.3 −4.5
B (O4−C6) 13 −7.5 25 −5.5 2.0
B (O5−C7) 22 −7.5 13 −8.0 −0.5

aThe numbering of atoms is defined in Figure 13.
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their MD-converged values, and implicates that indeed, from
the qualitative point of view, the approach of Hartmann et al. is
justified when sequence dependence of δP/BI is correlated to
sequence dependence of BII population.
Apart from studying qualitative trends in δP/BI and δP/BII,

we concentrated also on the question of getting into closer
agreement with experiment regarding absolute value of δP.
While part of the systematic theoretical offset certainly comes
from neglecting the longe-range contributions in the model,
our calculations on snapshots from CPMD overcome most of
the offset of δP due to improved average bond length as
compared to the MD bond length. Our analysis of the
contributions to δP implies that the difference in δP of the g,g
vs the g,t conformations arises due to stereoelectronic effects
involving the P−Oanionic bonds. The findings made in this work
provide transparent structure−δP relationships for possible use
as NMR restraints and suggest that NMR calculations on MD
snapshots can be in the future employed for the validation of
newly developed FFs.
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(Academy of Sciences of the Czech Republic), and Martin
Kaupp (Technical University Berlin) for technical support and
numerous useful comments. Dr. Petr Jurec ̌ka (Palacky ́
University Olomouc) is acknowledged for careful commenting
on the manuscript and for communicating his MD results prior
to publication. Reviewer 2 is acknowledged for very helpful
comments. The authors gratefully acknowledge the financial
support of the Ministry of Education of the Czech Republic
(grants MSM0021622413 and LC06030 to J.P., M.M., J.N., and
V.S.), the project “CEITECCentral European Institute of
Technology” (CZ.1.05/1.1.00/02.0068) from the European
Regional Development Fund. J.V. is supported by the Academy
of Finland, University of Oulu, and the Tauno Tönning Fund.
The access to the MetaCentrum computing facilities provided
under the program “Projects of Large Infrastructure for
Research, Development, and Innovations” LM2010005 funded
by the Ministry of Education, Youth, and Sports of the Czech
Republic is acknowledged.

■ REFERENCES
(1) Gorenstein, D. G. Chem. Rev. 1994, 94, 1315−1338.
(2) Gorenstein, D. G.; Meadows, R. P.; Metz, J. T.; Nikonowicz, E.
P.; Post, C. B. Advances in Biophysical Chemistry; Bush, C. A., Ed.; JAI
Press: Greenwich, 1990; pp 47−124. Although ref 1 refers to this
work for the value of 1.6 ppm, we couldn’t find any explicit discussion
here. We deduce that it has been obtained by an extrapolation of data
in Figure 28 of ref 2 to a periodical function of ε/ζ.
(3) Heddi, B.; Foloppe, N.; Bouchemal, N.; Hantz, E.; Hartmann, B.
J. Am. Chem. Soc. 2006, 128, 9170−9177.
(4) Gorenstein, D. G.; Kar, D. Biochem. Biophys. Res. Commun. 1975,
65, 1073−1080.
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Phys. Chem. B 2007, 111, 2658−2667.
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